Study Specialization 2301T034 Instrumentation            and Control Engineering

Requirements for the final state examination in
Theory and Models in Automatic Control
1. Boole’s algebra, basic rules. Synthesis of combinatory logic function. Karnaugh map.

2. Synthesis of sequential logic function, memory, RS flip-flop circuit, application of the control.
3. P, PI, PD, PID controllers,  role of the particular parts of the controller in a closed loop system (control system). Steady-state control error and its elimination.

4. Static characteristics of the system, linearization, static properties of the CLS.

5. Linear system, input-output and state space system descriptions in the time domain and the L-transform. Step responses, weighting functions, fundamental matrices.

6. Superposition in the LS. Transfer function of the continuous time LS, block algebra of transfer functions (serial, parallel and feedback connections of the blocks).

7. Frequency response and frequency transfer function, Bode diagrams, filtration,

resonance frequency. Frequency response of a discrete system.

8. Characteristic function and characteristic polynomial of continuous time LS or CLS. Roots of the system, spectral radius. Conformal mapping,

9. Stability of the continuous time linear systems and control systems, stability criteria.

10. Ziegler-Nichols method for determining parameters of PID controller based on

i) critical parameters, ii) step response of the system.

11. Linear discrete system, difference equation, Shannon‘s theorem, discretisation.

12. Z-transform, discrete transfer function, state space description of the discrete system.

13. Discrete PID controller. Difference equation of the discrete CLS. Choice of the sampling period.

14. Characteristic function and characteristic polynomial of discrete time LS or CLS. Roots of the system, spectral radius.

15. Stability of the discrete time LS and CLS, stability criteria.

16. Feedforward control. Disturbance rejection. Invariance of the control.

17. Distributed control systems, cascade control loops.

18. Multi-input multi-output control systems, mutual dependencies of controlled variables and their compensation, autonomous control systems.

19. State space description of a linear system obtained via the method of nested integration and the method of derivative elimination (both in the continuous and discrete time). Frobenius and Jordan canonical forms.

20. Singular points of a linear and nonlinear system. Ultimate cycle (attractor), Lyapunov stability.

21. Linearization of a system. Dynamics matrix and its eigenvalues, spectral radius.

22. Methods of numerical integration, classification of the methods. Implicit versus explicit methods.

23. Runge-Kutta numerical methods (solvers), solvers for stiff systems. Determining the step size and choosing a proper solver in Matlab/Simulink.

24. Parametric and nonparametric models and their roles in identification.

25. Experimental identification, evaluation of the data and the problem of errors. Step response based identification.

26. Identification of difference equations. Application of the least square method.

27. Regression curve, sample regression curve, linear regression and sample regression curve. The least square method.

28. Correlation function, power spectral density of the stationary ergodic process. Cross-correlation and its use in identification.

29. Practical implementation of the discrete PID controller, antiwind-up, filtration in derivative part, smooth automatic to manual control switching.

30. State space control, method of the pole assignment.

31. Typical nonlinearities in the linear systems and the control systems.

32. Fuzzy controllers, principle and design, comparison with the classical controllers.

